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1 Predicate calculus: now with variables!

Yesterday, | ignored formulas of predicate calculus witamjifiers and variables
like these:

YV HAPPY(x) ‘for all z, x is happy’
Jx -HAPPY(x) ‘there exists an such that it is not the case thats happy’

In order to interpret formulas with variables, we need to enimterpretation rela-
tive to a modebnd an assignment function:

[N

An assignment function assigns individuals to variablearfples:
xr — Maggie
g1=| vy — Bart
z — Bart
r — Bart
g2=|y — Bart
z — Bart

Informally, V& HAPPY(x) is true iff: no matter which individual we assign 19
HAPPY(z) is true. In other words, for all elements in the domaid € [[HAPPY]].

Informally, 3= HAPPY(z) is true iff: we can find some individual to assignao

such thaHAPPY(x) is true. In other words, there is some element in the domain

d such thatl € [[HAPPY]].

The assignment function determines whas assigned to. Formally:

[=]1* = g(x)

This in turn influences the value of a formula containinig which z is not bound
by a quantifier (a formula in which is free).

Let’s interpretHAPPY(z) using the reality model, and the assignment func-
tionsg; andgs.



[HAPPY(z)]|Mr9 =1

iff [[2]]Mr9 € [HAPPY]] Mo
iff g1(z) € I,(HAPPY)

iff Maggie € {Bart}.

Maggie¢ {Bart} so[[HAPPY(z)]|Mm9 = 0.

[HAPPY(z)]|Mr9z = 1
iff [[x]]M92 € [[HAPPY]|Mr92
iff go(x) € I,(HAPPY)
iff Bart € I.(HAPPY).

Barte {Bart} so[[HAPPY(x)]|Mr92 = 1.

Intuitively, this means thatz HAPPY(z) is true, butvxz HAPPY(z) is false inM,..

New interpretation rules:

» Constants
If ais a constant, thefia ]| = I(a).

¢ Variables — all new!
If ais a variable, theffa]|™9 = g(a).

* Atomic formulae
If 7 is ann-ary predicate and;, ...«,, are terms, thefir(a, ..., ) JJ9 =

1 iff
([oa D™, ... Lo ™) € [[w ¥
If 7 is a unary predicate andis a term, therf[w(a)]|M9 = 1iff [[a]]M9 €

]

* Negation
[-¢])*9 = Lif [[¢]]* = 0; otherwise][-¢ ]} = 0.

* Connectives

[ Aw]Me =1if [¢]]M9 = 1 and[[/]]*¢ = 1; O otherise. Similarly for

L6 v wl*s, [6 » ], and[[6 < "

« Universal quantification — all new!
[Vvg]Me = 1 iff for all d € D, [[¢]]™9" = 1, whereg’ is an assignment
function exactly likeg except thay’(v) = d.

« Existential quantification — all new!
[Fve]]M9 = 1 iff there is ad € D such tha{[¢]¢', whereg’ is an assign-
ment function exactly likg except thay'(v) = d.

[Vz HAPPY(z)]|Mr91 = 1
iff for all d € D, [[HAPPY(z)])M~9" = 1, whereg’ is an assignment function ex-
actly like g; except thay'(z) = d

This can be falsified by settingequal to Maggie, s@’(x) =Maggie.
[[HAPPY(z)]JM~9" = 0 in this case.

But there is al € D such thaf[HAPPY(z)])¥~¢", whereg’ is an assignment func-
tion exactly likeg; except thay’(z) = d.

As shown above, there is sucliaBart.

2 Relative clauses

Heim and Kratzer use assignment functions for the inteaficet of relative clauses
such as the following:

(1) The carthat Joe boughtis very fancy.

(2) The womarwho admires Joeis very lovely.
Semantically, relative clauses are just like adjectives:
(3) Thered car is very fancy.

(4) TheSwedishwoman is very lovely.

They are typde, t) and combine via Predicate Modification.



(5) NP: (e, t)

T

NP: (e, t) CP:{e,t)
|
car that Joe bought

CP stands for “Complementizer Phrase” and Heim and Kratzsurae the fol-
lowing syntax for relative clause CPs:

(6) CcP

(7) CP

/\
that DP VP
PN
t, V DP
|
likes Joe
The text that is struck out likee isdeleted. Heim and Kratzer assume that either
the relative pronoumhich or who or the complementizehat is deleted.
Interpretation of variables
(8) Traces Rule (TR)
If o; is atrace and is an assignment ;]9 = g()
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1 - Maggie
g1 = 2 — Bart

1 — Lisa
go = 2 - Bart
3 - Maggie

3 - Maggie
[t.]o = Maggie

[ti]¢2 = Lisa

So now we interpret everything with respect to an assignment
(9) [[ve[vabandoned]ft; 1119 = Ax . x abandoneg(1)

But there areassignment-independent denotations too.

(10) Bridge to assignment-independence (Bl)
For any treen, « is in the domain of [] iff for all assignments and ¢/,
[al=[a]7"

If «is in the domain of [], then for all assignmengs[a]= [ «]¢.
So we can still have assignment-independent lexical enke:
(11) [laugh] = Ax € D, . x laughs
and then by (10), we have:
(12) [laugh]s: = Ax € D, . x laughs

(13) [laugh]sz = Ax € D, . x laughs
We need to redo the composition rules now too:

(14) Lexical Terminals (LT)
If « is a terminal node occupied by a lexical item, ther] [s specified in
the lexicon.

(15) Non-branching Nodes (NN)
If o is a non-branching node antits daughter, then, for any assignment

[a]e=L5°.

(16) Functional Application (FA)
If « is a branching node anf3, v} the set of its daughters, then, for any
assignmeny, if [ ]9 is a function whose domain containg]f, then [o]9¢

= [81°(1119)-



(17) Predicate Modification (PM)

If « is a branching node anfd3, v} the set of its daughters, then, for any

assignmeny, if [ 5]1¢9 and [y]¢ are both functions of typée, t), then [o] 9
=XxeD . [A19(X) = [7]¢9(x) = 1.

Predicate abstraction. The S in a relative clause is type How do we get the
CP to have typée, t)?

(18) CP (e, t)
C'_/\S:t
th|at
DP:e VP: (e, t)

Joe v: (e (e,t)) DP:e
| |
bought t

Heim and Kratzer:

« The complementizehat is vacuousthat S= S
or [thatlj=Ape D, . p

* The relative pronoun is vacuous too, but it triggers a spetile called
Predicate Abstraction

(19) Predicate Abstraction (PA)
If « is a branching node whose daughters are a relative prondened;
andg, then o] ¢ = Ax e D, . [8]¢""

g®/t is an assignment that is just likeexcept that: is assigned to.

Note thatz is a variable that is part of theeta-language, bound by themeta-
language operator), ranging over objects in the domain.

So [(18)] = \x € D, . Joe bought x.
In case you don't believe me:

[[ cr whichr [ [c that] [ [or JO€ ] e [v bought 1 bet; 111111
= [[ cr which; [ [c that] [s [or JO€ ] [p [ bought 1 e t1 111111 9, forallg  BI

=X . [« [c that] [s [or JOE ] ke [v bOUght 1 bst: 11111 ¢ PA
= 3. [[c that IF"" ([ [o» J0e 1 1+ [, bought] b, 1111 +) FA
=M. [[cthat TI([[ s [or JOE ] L [v bOught 1 Ee t: 1111 gm“) BI

= )X. (|[[S [DP JOE] L,P [v bquht] [DP t, ] ] ]]I g ) T

=X . [[s [or Jo€ ] e [v bought ] e t: 1171 SB-reduction
=X [[ve [v bought ] be t; 1119 ([ o Joe TF™") FA
=X [[ve [v bought ] be t; 11197 ([ o Jo T1) BI
=X [[ve [v bought ] pe t; 1119 (Joe) NN, LT
= x| Il bought I (ILo» 1 11" [(J0e) FA
= x| Il bought Tl t: N1+"*) (Joe) Bl
=x.|[Az. )y . y bought Z([[ e t: J]¢") (JoE) LT, NN
=Xx.|[Az. )y .y bought Z([t,]*""") (Joe) NN
=)X. ‘ [A\z. )y . y bought 7(x) ‘(Joe) TR
=)X. (Joe) B-reduction
= \x . Joe bought x B-reduction



3 Quantifiers
How do we analyze sentences like the following:
(20) Somebody is happy.
(21) Everybody is happy.
(22) Nobody is happy.
(23) {Some, every, at least one, at most oné, lirguist is happy.
(24) {Few, some, several, many, most, more thanjtlirguists are happy.
S:t
NP2 V(o)

\ .
is happy

3.1 Typee?

Most of the DPs we have seen so far have been of type
« Proper names: Mary, John, Rick Perry, 4, Texas
« Definite descriptions: the governor of Texas, the squaseab4
* Pronouns and traces: it,

Exception: indefinites lika Republican afteris.

Should words and phrases likwbody andAt least one person be treated as type
e? How can we tell?

Predictions of the type analysis:
* They should validate subset-to-superset inferences
¢ They should validate the law of contradiction

* They should validate the law of the excluded middle

9

Subset-to-superset inferences

(25) John came yesterday morning.
Therefore, John came yesterday.

This is a valid inference if John is tyge Proof: [came yesterday morning]
[came yesterday] (everything that came yesterday mgroame yesterday), and
if the subject denotes an individual, then the sentence siibsai the subject is an
element of the set denoted by the VP. If the first sentencedés then the subject
is an element of the set denoted by the VP, which means thatttund sentence
must be true. QED.

(26) At most one letter came yesterday morning.
Therefore, at most one letter came yesterday.

This inference is notalid, soat most one letter must not be type.

The law of contradiction (-[P A -P])

This sentence is contradictory:

(27) Mount Rainier is on this side of the border, and Mountriraiis on the
other side of the border.

The fact that it is contradictory follows from these assuoms:
¢ [Mount Rainier]e D,

« [is on this side of the borderh [is on the other side of the borded &
(Nothing is both on this side of the border and on the othee sifithe
border)

* When the subject is type the sentence means that it is in the set denoted
by the VP

 standard analysis @ind
This sentence is not contradictory:

(28) More than two mountains are on this side of the bordet,raare than two
mountains are on the other side of the border.

Somore than two mountains must not be type.

10



The law of the excluded middle (P v -P)
(29) 1 am over 30 years old, or I am under 40 years old.

This is a tautology. That follows from the following assuiiops:
* [l <D.

« Jover 30 years old]u [under 40 years old} D (everything is either over
30 years old or under 40 years old)

* When the subject is typg the sentence means that it is in the set denoted

by the VP
« standard analysis @i
This sentence is not a tautology:

(30) Every woman in this room is over 30 years old, or every &oin this room
is under 40 years old.

Soevery woman must not be of type

3.2 Solution: Generalized quantifiers
(31) [nothing] =Af € D(. 4 . there is no x D, such that f(x) = 1

(32) [everything] =Af € D, . forall xe D, f(x) = 1

(33) [something] =\f € D . there is some x D, such that f(x) = 1

(34) St VS. St
DP: ({e,t),t) VP:{e,t) DIT:e VP: (e, t)

| | .
everything  V: (e, 1) Mary V: (e,t)
vani‘shed vanished

(35) [everyl =AfeDy.yy . [Age Dy . forall x e D, such that f(x) = 1, g(x)=11

11

(36) [no] = Af € Dycyy . [Ag € Dyeyy - there is no x D, such that f(x) = 1 and

9(x)=1]
(387) [some] =Xf € Dicyy - [Ag € Dy . there is some x D, such that f(x) = 1
and g(x)=1]
(38) S:t
DP: ({e,t),t) VP: (e, t)

/\ V: (‘e, t)

D: {{e, 1), {(e,1),£))  NP:{e,t)

\ | vanished
every thing

4 The problem of quantifiers in object position

4.1 The problem
(39) S:t

DP: ({e,t),t) VP: (e, t)

/\ T
V: (e, (e,t)) DP:e

D: {{e,t), {(e,1),£)) NP:{e,t)

| . offended  John
every linguist

12



(40) S: ?2?2??777??
DP:e VP: ?2?2?2?2?2?2?2?27?7?7
\
John
V: (e, (e, t)) DP: ({e,t),t)
|
offended

D: ((e,t)7l((e,t),t>) NP:‘(e,t)

every linguist
Two types of approaches to the problem:

1. Move the quantifier phrase to a higher position in the txég Quantifier
Raising), leaving a DP trace of typén object position. (Or simulate move-
ment via Cooper Storage, as in Head-Driven Phrase StruGa@mar.)

2. Interpret the quantifier phrase situ. In this case one can apply a type-
shifting operation to change its type.

4.2 Anin situ approach

Multiple versions of lexical items:
[everybody] = Af € D, . for all persons x D, f(x) = 1
[everybody] = Af € D, (c.syy - [Ax € D . for all persons ¥ D, f(y)(x) = 1]

[somebody] = Af € Dy, . there is some personeD such that f(x) = 1
[somebody] = Af € D (c.yy - [AX € D . there is some persong/D such that

fiy)x)=1]
(41) S:t

DP:e VP: (e, t)

Jghn
Vi (67‘<6,t>> DF’:<<67<clvt>)7<e,t))
offended everybody
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(42) St

DP: ({e,t),t) VP: (e, t)

|
Everybody

Vi <€7‘(6,t>> DP: {{e, (e, t)), (e, )}

offended somebody

Note: This only gets one of the readings.

We need a newverybody for ternary relations:

S
DP VP
|

Ann /\

(43)

| Y Ma
introduced everybody © Maria

What type are the determiners (note= (e, ))?

(44) S:t

V: (e, et) DP: ({e, et), et)

|
offended . oy ((eet).et)) NP:et

every linguist



How do we get thigvery from our normaket, (et, ¢)) every? A lexical rule.

(45) For every lexical itend; with a meaning of typéet, (et,t)), there is a (ho-
mophonous and syntactically identical) itégwith the following meaning
of type (et, {{e, et), et)):

[621= Af € Dieyy . [ANI € Dieery - [Ax €D [0:1](A(Az e D . g(2)(x)) 1]

4.3 A Quantifier Raising approach

Several levels of representation:

« Deep Structure (DS): Where the derivation begins
« Surface Structure (SS): Where the order of the words is wiatee
» Phonological Form (PF): Where the words are realized asdsou

¢ Logical Form (LF): The input to semantic interpretation

Transformations map from DS to SS, and from SS to PF and LircéShe trans-
formations from SS to LF happen “after” the order of the wasd$etermined, we
do not see the output of these transformations. These mateperations are in
this senseovert.)

A transformation called QR (Quantifier Raising) maps the tB&#ture in (46a) to
something like the LF structure in (46b)

(46) a. S
DP VP
|
John v DP

‘ /\
offended D NP

every linguist
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b. S

T

DP, S

"3 N‘P DP VP
every linguist Jo‘hn V/\DP

| |
offended t;

Actually, Heim and Kratzer propose the following, so thatltan make it work
with Predicate Abstraction:

(47) s

DP/>\
T

D NP 1 S
| |
every linguist DP VP
| /\
John \ DP
| |
offended t;

(48) Predicate Abstraction (PA) (revised)
Let « be a branching node with daughtgrand~, where dominates only
a numerical index i. Then for any variable assignmgnfa]9 =Ax € D .
1"

Example. Let's give every node of the tree a unique category label scare
refer to the denotation of the tree rooted at that node usiegategory label.

16



(49)

S
DP, ?

/\ /\
D NP { S,
\ \
every linguist /\
DP, VP
| /\
John V DP,

|
offended t;

The task is to analyze the truth conditions gf(8r, to be more precise, the tree
rooted at the node labelled)S The basic idea is straightforward — Predicate Ab-
straction at the mystery-category node (labelled *?’ hePednouns and Traces
rule at the trace, and Functional Application everywhese el but it is a bit
tricky to go between assignment-dependent and assignmegpendent deno-
tations. The trick is to start with the Bridge to Independenc

[sl

=[S1]9, forall g

=[DP:14([719)

=[P 10\ . [S:]"")

=[DP,J9(\x . [VP]«" (IDP2]""))
=[DP.J#(Ax . [V] #"(IDP;]*"")(IDP2]¢"))
=[DP,]9(\x . [offendedF”" ([t,]¢*")([John]s*""))
=[DP;]9(\x . [offended]*"" (z)([John]s*""))
=[DP.]9(\x . [offended](x)([John]))
=[DP,]9(Ax . [\y . Az . z offended y ]¢)(John))
=[DP,]9(Ax . John offended x)

=[D1 7(INP]9)(Ax . John offended x)
=[every]s([linguist] 9)(Ax . John offended x)
=[every]([linguist])(Ax . John offended x)

Bl
FA
PA
FA
FA
NN, TN
TR
BI
TN
5-R
TN
FA
Bl

=[AMf €Dy . Age Dyeyy . forally, if f(y) then g(y)]([linguist])(Ax . John offended x) TN

=[Age Dy . forally, ify is a linguist then Q(y))ix . John offended x)
=1 iff for all y, if y is a linguist then John offended x

17

TNG-R

B-R

4.4 Arguments in favor of the movement approach

Argument #1: Scope ambiguities. In order to get both readings &verybody
loves somebody, we have to introduce yet even more complicated types. Scope
ambiguities are trivially derived under the movement appto

Argument #2: Inverse linking. There is one class of examples that cannot be
generated under an situ approach:

(50) One apple in every basket is rotten.

This does not mean: ‘One apple that is in every basket isiroftdnat is the only
reading that amn situ analysis can give us.

QR analysis:
(51) S
DP
—_—
every basket 1 S
DP VP
.A
D NP Is rotten
| /\
one N PP
| A~
apple P 1
|
in

Argument #3: Antecedent-contained deletion
(52) Iread every novel that you did.

Like regular VP ellipsis:

(53) | readWar and Peace before you did.

18



except that the antecedent VP is contained in the elided VP!

To create an appropriate antecedent, you have to QR thetobjec

Argument #4: Quantifiers that bind pronouns

(54) a. Mary blamed herself.
b.  Mary blamed Mary.

(55) a.  Every woman blamed herself.
b.  Every woman blamed every woman.

(56) No man noticed the snake next to him.
Treat pronouns as variables and use 9QRo problem.

(57) Traces and Pronouns Rule (TP)p. 116)
If «is a pronoun or trace angis an assignment ands in the domain ofj,

[eul? =g(3)
(58) s

DP /\
D/\NP ! N
every woman DP VP

|
4 v DP

| |
blamed herself

But how do we get the truth conditions on the in-situ appr@ach
(59) [[ve[vblamed][s herself]]1]9¢ = Ax . x blamedg(1)

How do we combine this witlevery woman? We cannot get an assignment-
independent denotation.

19

5 Free and Bound Variable Pronouns

5.1 Toward a unified theory of anaphora

A deictic use of a pronoun:

(60) [after a certain man has left the room:]
| am glad he is gone.

An anaphoric use of a pronoun:

(61) |don’t think anybody here is interested in Smith’s woHe should not be
invited.

“Anaphoric and deictic uses seem to be special cases of the paecnomenon:
the pronoun refers to an individual which, for whatever ogass highly salient at
the moment when the pronoun is processed.” (Heim and Kra&es, p. 240)

Hypothesis 1: All pronouns refer to whichever individual is most salienhtlze
moment when the pronoun is processed.

It can't be that simple for all pronouns:
(62) the book suchthat Mary reviewed it
(63) No, woman blamed herself

So not all pronouns are referential.

Hypothesis 2: All pronouns are bound variables.

Then in (61) we would have to QBmith to a position where it QR’#le in the
second sentence somehow.

Plus, the strict/sloppy ambiguity exemplified in (64) canexplained by saying
that on one reading, we have a bound pronoun, and on anotunge we have a

1Sometimes it is said thaMo woman andherself are “coreferential” in (63) but this is strictly
speaking a misuse of the term “coreferential”’, because,astdnd Kratzer point out, “corefer-
ence implies reference.”

20



referential pronoun.

In the movieGhostbusters, there is a scene in which the three Ghostbusters Dr.
Peter Venkman, Dr. Raymond Stanz, and Dr. Egon Spenglsrgglay Bill Mur-

ray, Dan Akroyd, and Harold Ramis, respectively), are in lanaor. They have
just started up their Ghostbusters business and receiegdvélry first call, from

a fancy hotel in which a ghost has been making disturbancésy fave their
proton packs on their back and they realize that they haverrmen tested.

(64) Dr Ray Stantz: You know, it just occurred to me that welydsaven't had

a successful test of this equipment.
Dr. Egon Spengler: | blame myself.
Dr. Peter Venkman: So do .

Strict reading: Peter blames himself.
Sloppy reading: Peter blames Egon.

LF of antecedent for sloppy reading:

(65) S

blame myself
LF of antecedent for strict reading:
(66) S
DP VP
| N
Iy \% DP
|

blame myself

21

Heim and Kratzer's hypothesis: All pronouns are variables, and bound pro-
nouns are interpreted as bound variables, and referentinbpns are interpreted
as free variables.

What does it mean for a variable to be bound or free?

« The formal definition (p. 118): Let™ be an occurrence of a variablein
atreel. Thenan is free ing if no subtreey of 8 meets the following two
conditions: (i)y containsa™, and (ii) there are assignmentsuch thaty is
not in the domain of [{, but~ is.

More intuitively: A variable is free in a treg if the value of [5]¢ depends
on whatg assigns to the variable’s index.

With the Predicate Abstraction rule, we make semanticamlndependent
of assignments, so we can use the following shortcut to eeterwhether a
variable is bound or free: A variable is bound if there is aaththt meets the
structural description for Predicate Abstraction domimtt and its index;
otherwise it is free.

Examples:

67) s
DP VP

Py PN

[feminine] DP V A

||
St|1a is nice



(68) S

; P/\
| A

Every boy 1 S
/\
DP VP
t|l /\
\Y D
IO\‘/es DP/\NP
[masculine] D father
hilsl
(69) S
/\
DP VP
Jo‘hn /\
v DP
haltes D/\NP

[masculine] D father

\
his;

(70) s

T

DP /\
o 5
DP VP
|
4
\Y D

John
| /\

hates DP NP
|

[masculine] D father

his,

5.2 Assignments as part of the context

A consequence: “Treating referring pronouns as free veagaimplies a new way
of looking at the role of variable assignments. Until now vexdasssumed that
an LF whose truth-value varied from one assignment to thé cexdipso facto
not represent a felicitous, complete utterance. We willorogger make this as-
sumption. Instead, let us think of assignments as repriesgthie contribution of
the utterance situation.”

(71) Appropriateness Condition
A context ¢ is appropriate for an Lg-only if c determines a variable assign-
mentg,. whose domain includes every index which has a free occugrenc

Now truth and falsity will be relative to contexts:

(72) Truth and Falsity Conditions for Utterances
If ¢ is uttered in c and c is appropriate forthen the utterance afin ¢ is
trueif [ ¢]9 = 1 andfalseif [ ¢]9 = 0.

Suppose the context “determines” the assignment (i.e., the context contains
a bunch of information, among which is the assignmghtandg, is defined as
follows:

24



1 - Kim
g1 = 2 - Kim
3 - Sandy
Assume:
¢ Kimis male
¢ Sandy is female
« Kim is nice
e Sandy is not nice

[feminine] = Ax : x is female . x

Questions:
* |Is (67) appropriate for;?
e Is[(67)]¢ defined?

« If so, whatis [(67)}:? (l.e. is it true or false?)

6 Our fragment of English so far

6.1 Composition Rules

For branching nodes:

(73) Functional Application (FA)
If « is a branching node anf3, v} the set of its daughters, then, for any
assignmeny, if [ ]9 is a function whose domain containg]f, then [o]9

=[81°(0~19)-

(74) Predicate Modification (PM)
If « is a branching node anf3, v} the set of its daughters, then, for any
assignmeny, if [ 5]¢ and [y]¢ are both functions of typée, t), then [o] 9
=xxeD.[819(x) = [7]9(x) = 1.

25

(75) Predicate Abstraction (PA)
Let « be a branching node with daughteérand~, where dominates only
a numerical index i. Then for any variable assignmgnfa]9 =A\x € D .

[
For non-branching and terminal nodes:

(76) Non-branching Nodes (NN)
If o is a non-branching node antits daughter, then, for any assignment

[a]e=L5]°.

(77) Lexical Terminals (LT)
If « is a terminal node occupied by a lexical item, ther] [s specified in
the lexicon.

(78) Traces and Pronouns Rule (TP)
If ais a pronoun or trace anglis an assignment anids in the domain ofj,

[l = a(i)

6.2 Additional principles

(79) Bridge to assignment-independence
For any treen, « is in the domain of [] iff for all assignments and ¢/,
[ad9=[a]?.

If v is in the domain of [], then for all assignmenjs[a]= [ «]¢.

(80) Quantifier Raising (QR)
Surface structures containing quantificational NP likeaj@ihdergo a covert
transformation to LFs like (80b)

a. S

DP VP

John v DP

| T
offended D NP

every linguist
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(81) Appropriateness Condition
A context c is appropriate for an Lgonly if c determines a variable assign-
mentg. whose domain includes every index which has a free occugrenc

(82) Truth and Falsity Conditions for Utterances
If ¢ is uttered in c and c is appropriate forthen the utterance of in c is
trueif [ ¢]9 = 1 andfalseif [ ¢] 9 = 0.

(83) LF Identity Condition on Ellipsis
A constituent may be deleted at PF only if it is a copy of anotioastituent
at LF.

(84) Indexing Condition
No LF representation (for a sentence or multisententid) tewist contain
both bound occurrences and free occurrences of the same inde

6.3 Lexical items
Proper names:

(85) [Rick Perry] = Rick Perry
(86) [Texas] = Texas

(87) [four]=4

Nouns:
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(88) [Republican] =\x € D, . x is a Republican
(89) [square root] s\y € D, . Ax € D.. x is the square root of y

Adjectives:

(90) [conservative y] = Ax € D, . x is conservative
(91) [conservativg, sy e,y ] = Af € D(eyy . Ax € D, . f(x) = 1 and x is conservative
(92) [negative] =A\x € D . x is negative

(93) [proud] =AyeD, . xeD, . xis proud of y
Verbs:

(94) [is]= X €Dy - f

Prepositions:

(95) [in]=AyeD..XxeD,.xisiny

(96) [of] = M €D, . x

Determiners:

(97) [al =XfeDyyy . f

(98) [the] = Af e D, : there is exactly one x such that f(x) = 1 . the unique y
such that f(y) = 1

Complementizers: [that] Ape D, . p

Conclusion

Tiny bit more to do before we’re done with English.

Luckily, we have the rest of the week.
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